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The Use of Summation to Aggregate
Software Metrics Hinders the Performance

of Defect Prediction Models
Feng Zhang, Ahmed E. Hassan,Member, IEEE,

Shane McIntosh,Member, IEEE, and Ying Zou,Member, IEEE

Abstract—Defect prediction models help software organizations to anticipate where defects will appear in the future. When training a

defect prediction model, historical defect data is often mined from a Version Control System (VCS, e.g., Subversion), which records

software changes at the file-level. Software metrics, on the other hand, are often calculated at the class- or method-level (e.g.,

McCabe’s Cyclomatic Complexity). To address the disagreement in granularity, the class- and method-level software metrics are

aggregated to file-level, often using summation (i.e., McCabe of a file is the sum of the McCabe of all methods within the file). A recent

study shows that summation significantly inflates the correlation between lines of code (SLOC) and cyclomatic complexity (CC) in Java

projects. While there are many other aggregation schemes (e.g., central tendency, dispersion), they have remained unexplored in the

scope of defect prediction. In this study, we set out to investigate how different aggregation schemes impact defect prediction models.

Through an analysis of 11 aggregation schemes using data collected from 255 open source projects, we find that: (1) aggregation

schemes can significantly alter correlations among metrics, as well as the correlations between metrics and the defect count; (2) when

constructing models to predict defect proneness, applying only the summation scheme (i.e., the most commonly used aggregation

scheme in the literature) only achieves the best performance (the best among the 12 studied configurations) in 11 percent of the

studied projects, while applying all of the studied aggregation schemes achieves the best performance in 40 percent of the studied

projects; (3) when constructing models to predict defect rank or count, either applying only the summation or applying all of the studied

aggregation schemes achieves similar performance, with both achieving the closest to the best performance more often than the other

studied aggregation schemes; and (4) when constructing models for effort-aware defect prediction, the mean or median aggregation

schemes yield performance values that are significantly closer to the best performance than any of the other studied aggregation

schemes. Broadly speaking, the performance of defect prediction models are often underestimated due to our community’s tendency to

only use the summation aggregation scheme. Given the potential benefit of applying additional aggregation schemes, we advise that

future defect prediction models should explore a variety of aggregation schemes.

Index Terms—Defect prediction, aggregation scheme, software metrics

Ç

1 INTRODUCTION

SOFTWARE organizations spend a disproportionate amount
of effort on the maintenance of software systems [1]. Fix-

ing defects is one of the main activities in software mainte-
nance. To help software organizations to allocate defect-fixing
effort more effectively, defect prediction models anticipate
where future defectsmay appear in a software system.

In order to build a defect prediction model, historical
defect-fixing activity is mined and software metrics,
which may have a relationship with defect proneness, are

computed. The historical defect-fixing activity is usually
mined from a Version Control System (VCS), which records
change activity at the file-level. It is considerably easier for
practitioners to build their models at the file-level [2], since
it is often very hard to map a defect to a specific method
even if the fixing change was applied to a particular
method [3]. Instead, mapping defects to files ensures that
the mapping was done to a more coherent and complete
conceptual entity. Moreover, much of the publicly-available
defect data sets (e.g., the PROMISE repository [4]) and cur-
rent studies in literature [5], [6], [7], [8], [9], [10] are at the
file-level. Understanding the impact of aggregation would
benefit a large number of previously-conducted studies that
build defect prediction models at the file-level.

It has been reported that predicting defective files is more
effective than predicting defective packages for Java systems
[11], [12], [13]. Typically, in order to train file-level defect pre-
diction models, the method- or class-level software metrics
are aggregated to the file-level. Such a process is illustrated
in Fig. 1. Summation is one of the most commonly applied
aggregation schemes in the literature [5], [6], [7], [8], [9], [10],
[11], [14], [15], [16], [17]. However, Landman et al. [18] show
that prior findings [19], [20] about the high correlation
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between summed cyclomatic complexity (CC) [21] and
summed lines of code (i.e., SLOC) may have been overstated
for Java projects, since the correlation is significantly weaker
at the method-level. We suspect that the high correlation
betweenmanymetrics at the file-level may also be caused by
the aggregation scheme. Furthermore, the potential loss of
information due to the summation aggregation may nega-
tively affect the performance of defect predictionmodels.

Besides summation, there are a number of other aggrega-
tion schemes that estimate the central tendency (e.g., arithme-
tic mean and median), dispersion (e.g., standard deviation
and coefficient of variation), inequality (e.g., Gini index [22],
Atkinson index [23], and Hoover index [24]), and entropy
(e.g., Shannon’s entropy [25], generalized entropy [26], and
Theil index [27]) of a metric. However, the impact that aggre-
gation schemes have on defect prediction models remains
unexplored.

We, therefore, set out to study the impact that different
aggregation schemes have on defect prediction models. We
perform a large-scale experiment using data collected from
255 open source projects. First, we examine the impact that
different aggregation schemes have on: (a) the correlation
among software metrics, since strongly correlated software
metrics may be redundant, and may interfere with one
another; and (b) the correlation between software metrics
and defect count, identifying candidate predictors for defect
prediction models. Second, we examine the impact that dif-
ferent aggregation schemes have on the performance of
four types of defect prediction models, namely:

(a) Defect proneness models: classify files as defect-prone
or not;

(b) Defect rank models: rank files according to their defect
proneness;

(c) Defect count models: estimate the number of defects in
a given file;

(d) Effort-aware models: incorporate fixing effort in the
ranking of files according to their defect proneness.

To ensure that our conclusions are robust, we conduct a
1,000-repetition bootstrap experiment for each of the stud-
ied systems. In total, over 12 million prediction models are
constructed during our experiments.

The main observations of our experiments are as follows:

� Correlation analysis. We observe that aggregation can
significantly impact both the correlation among

software metrics and the correlation between soft-
ware metrics and defect count. Indeed, summation
significantly inflates the correlation between SLOC

and other metrics (not just CC). Metrics and defect
count share a substantial correlation in 15-22 percent
of the studied systems if metrics are aggregated using
summation, while metrics and defect count only
share a substantial correlation in 1-9 percent of the
studied systems if metrics are aggregated using other
schemes.

� Defect prediction models. We observe that using only
the summation (i.e., the most commonly applied
aggregation scheme) often does not achieve the best
performance. For example, when constructing mod-
els to predict defect proneness, applying only the
summation scheme only achieves the best perfor-
mance in 11 percent of the studied projects, whereas
applying all of the studied aggregation schemes
achieves the best performance in 40 percent of the
studied projects. Furthermore, when constructing
models for effort-aware defect prediction, the mean
or median aggregation schemes yield performance
values that are significantly closer to the best ones
than any of the other studied aggregation schemes.
On the other hand, when constructing models to pre-
dict defect rank or count, either applying only the
summation or applying all of the studied aggrega-
tion schemes achieves similar performance, with
both achieving closer to best performance more often
than the other studied aggregation schemes.

Broadly speaking, solely relying on summation tends to
underestimate the predictive power of defect prediction
models. Given the substantial improvement that could be
achieved by using the additional aggregation schemes, we
recommend that future defect prediction studies use the 11
aggregation schemes that we explore in this paper, and even
experiment with other aggregation schemes. For instance,
researchers and practitioners can generate the initial set of
predictors (i.e., aggregated metrics, such as the summation,
median, and standard deviation of lines of code) with all of
the available aggregation schemes, and mitigate redundan-
cies using PCA or other feature reduction techniques.

1.1 Paper Organization

The remainder of this paper is organized as follows. Section 2
summarizes the relatedwork on defect prediction and aggre-
gation schemes. We present the 11 studied aggregation
schemes in Section 3. Section 4 describes the data that we use
in our experiments. The approach and results of our case
study are presented and discussed in Section 5. We discuss
the threats to the validity of our work in Section 6. Conclu-
sions are drawn and future work is described in Section 7.

2 RELATED WORK

In this section, we discuss the related work with respect to
defect prediction and aggregation schemes.

2.1 Defect Prediction

Defect prediction has become a very active research area in
the last decade [9], [10], [28], [29], [30], [31], [32]. Defect pre-
diction models can help practitioners to identify potentially

Fig. 1. A typical process to apply method-level metrics (e.g., SLOC) to
build file-level defect prediction models.
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defective modules so that software quality assurance teams
can allocate their limited resources more effectively.

There are four main types of defect prediction models: (1)
defect proneness models that identify defective software
modules [10], [33], [34]; (2) defect rank models that order
modules according to the relative number of defects
expected [15], [28]; (3) defect count models that estimates
the exact number of defects per module [7], [28]; and (4)
effort-aware models are similar to defect rank models
except that they also take the effort required to review the
code in that file into account [35], [36].

Software modules analyzed by defect prediction models
can be packages [15], [28], files [9], [10], [30], [34], classes
[31], [37], methods [32], [38], or even lines [39]. Since soft-
ware metrics are often collected at method- or class-levels, it
is often necessary to aggregate them to the file-level.

While summation is one of themost commonlyused aggre-
gation schemes [8], [15], prior work has also explored others.
For example, D’Ambros et al. [31] compute the entropy of
both code and process metrics. Hassan [30] applies Shannon’s
entropy [25] to aggregate process metrics as a measure of the
complexity of the change process. Vasilescu et al. [40] find that
the correlation between metrics and defect count is impacted
by the aggregation scheme that has been used. However,
to the best of our knowledge, the impact that aggregation
schemes have on defect prediction models has not yet been
explored. Thus, we perform a large-scale experiment using
data from 255 open source systems to examine the impact that
aggregation schemes can have on defect predictionmodels.

2.2 Aggregation Scheme

While the most commonly used granularity of defect pre-
diction is the file-level [9], [10], [30], [34], many software
metrics are calculated at the method- or class-levels. The dif-
ference in granularity creates the need for aggregation of the
finer method- and class-level metrics to file-level. Simple

aggregation schemes, such as summation and mean, have
been explored in the defect prediction literature [5], [6], [7],
[8], [9], [10], [11], [14], [15], [16], [17]. However, recent work
suggests that summation may distort the correlation among
metrics [18], and the mean may be inappropriate if the dis-
tribution of metric values is skewed [41].

Apart from summation and mean, more advanced metric
aggregation schemes have been also explored [41], [42], [43],
[44], [45], [46], including the Gini index [22], the Atkinson
index [23], the Hoover index [24], and the Kolm index [47].
For instance, He et al. [45] apply multiple aggregation
schemes to construct various metrics about a project in order
to find appropriate training projects for cross-project defect
prediction. Giger et al. [44] use the Gini index to measure the
inequality of file ownership and obtain acceptable perfor-
mance for defect proneness models. In addition to correla-
tions, we also study the impact that aggregation schemes
have on defect prediction models. We investigate how 11
aggregation schemes impact the performance of four types
of defect predictionmodels.

3 AGGREGATION SCHEMES

In this section, we introduce the 11 aggregation schemes that
we studied for aggregating method-level metrics to the file-
level (Fig. 1). We also discuss why we exclude some other
aggregation schemes from our study. Table 1 shows the for-
mulas of the 11 schemes. The details are presented as follows.

3.1 Summation

An important aspect of a software metric is the accumulative
effect, e.g., files with more lines of code are more likely to
have defects than files with few lines of code [48]. Similarly,
files with many complex methods are more likely to have
defects than files withmany simple methods [49]. Summation
captures the accumulative effect of a software metric.

TABLE 1
List of the 11 Studied Aggregation Schemes

Category Aggregation scheme Formula

Summation Summation Sm ¼ PN
i¼1 mi

Central tendency

Arithmetic mean mm ¼ 1
N

PN
i¼1 mi

Median

Mm ¼
mnþ1

2
if N is odd

1
2

�
mn

2
þmnþ2

2

�
otherwise.

8
<

:

Dispersion
Standard deviation

sm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
i¼1ðmi � mmÞ2

q

Coefficient of variation Covm ¼ sm
mm

Inequality index

Gini index [22] Ginim ¼ 2
NSm

½PN
i¼1ðmi � iÞ � ðN þ 1ÞSm�

Hoover index [24] Hooverm ¼ 1
2

PN
i¼1

mi
Sm

� 1
N

���
���

Atkinson index [23] Atkinsonm ¼ 1� 1
mm

�
1
N

PN
i¼1

ffiffiffiffiffiffi
mi

p �2

Entropy

Shannon’s entropy [25] Em ¼ � 1
N

PN
i¼1½freqðmiÞ

N � ln freqðmiÞ
N �

Generalized entropy [26] GEm ¼ � 1
Nað1�aÞ

PN
i¼1½ðmi

mm
Þa � 1�;a ¼ 0:5

Theil index [27] Theilm ¼ 1
N

PN
i¼1½mi

mm
� lnðmi

mm
Þ�

In the formulas, mi denotes the value of metric m in the ith method in a file that has N methods. Methods in the same file are sorted in the
ascending order of the values of metricm.
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Specifically, we study the summation scheme, which sums the
values of a metric over all methods within the same file. The
summation scheme has been commonly used in defect predic-
tion studies [5], [6], [7], [8], [9], [10], [11], [14], [15], [16], [17].

3.2 Central Tendency

In addition to the accumulative effect, the average effect is
also important. For example, it is likely easier to maintain a
file with smaller methods than a file with larger ones, even
if the total file size is equal. Computing the average effect
can help to distinguish between files with similar total size,
but different method sizes on average. The average effect of
a software metric can be captured using central tendency
metrics, which measure the central value in a distribution.
In this paper, we study the arithmetic mean and medianmeas-
ures of central tendency.

3.3 Dispersion

Dispersion measures the spread of values of a particular
metric, with respect to some notion of central tendency. For
example, in a file with low dispersion, methods have similar
sizes, suggesting that the functionalities of the file are bal-
anced across methods. On the other hand, in a file with high
dispersion, some methods have much larger sizes than the
average, while some methods have much smaller sizes than
the average. The large methods may contain too much func-
tionality while small methods may contain little functional-
ity. We study the standard deviation and the coefficient of
variationmeasures of dispersion.

3.4 Inequality Index

An inequality index explains the degree of imbalance in a dis-
tribution. For example, a large degree of inequality shows that
most lines of code of a file belong to only a fewmethods. Such
methods contain most of the lines of code, and thus, have a
higher chance of falling victim to the “Swiss Army Knife”
anti-pattern. Inequality indices are often used by economists
to measure income inequality in a specific group [43]. In this
paper, we study the Gini [22], Hoover [24], and Atkinson [23]
inequality indices. These indices have previously been ana-
lyzed in the broad context of software engineering [41], [43].

Each index captures different aspects of inequality. The
Gini index measures the degree of inequality, but cannot
identify the unequal part of the distribution. The Atkinson
index can indicate which end of the distribution introduces
the inequality. The Hoover index represents the proportion
of all values that, if redistributed, would counteract the
inequality. The three indices range from zero (perfect equal-
ity) to one (maximum inequality).

3.5 Entropy

In information theory, entropy represents the information
contained in a set of variables. Larger entropy values indi-
cate greater amounts of information. In the extreme case,
from the code inspection perspective, files full of duplicated
code snippets contain less information than files with only
unique code snippets. It is easier to spot defects in many
code snippets that are duplicated than in many code snip-
pets that are different from each other. Hence, a file with
low entropy is less likely to experience defects than a file
with high entropy. In this paper, we study the Shannon’s
entropy [25], generalized entropy (a ¼ 0:5) [26], and the Theil
index [27]. Shannon’s (and generalized) entropy measure

redundancy or diversity in the values of a particular metric.
The Theil index, an enhanced variant of the generalized
entropy, measures inequality or lack of diversity.

3.6 Excluded Aggregation Schemes

Distribution shape is another widely used family of aggre-
gation schemes. Skewness and kurtosis are two commonly
used measures that capture the shape of a distribution. In
the formulas for computing skewness and kurtosis, the
denominator is the standard deviation. If the standard devi-
ation is zero, the skewness and kurtosis are both undefined.
In our data set, we observe that a large number of methods
have exactly the same value of a particular metric, produc-
ing zero variance. Hence, we exclude skewness and kurtosis
from our analysis, since they are undefined for many files.

Kolm index [47] is another candidate scheme that meas-
ures the absolute inequality of a distribution. However, the
computation of Kolm index requires the exponentiation of
metric values. Since many of our metrics have values larger
than 1,000, the Kolm index becomes uncomputable. There-
fore, it is not suitable for our study.

4 EXPERIMENTAL DATA

In this section, we describe our experimental data, including
the characteristics of the dataset, the defect data, and the
software metrics that we use.

4.1 Dataset Characteristics

In this study, we begin with the dataset that was initially
collected by Mockus [50]. The dataset contains 235 K open
source systems hosted on SourceForge and GoogleCode.
However, there are many systems that have not yet accu-
mulated a sufficient amount of historical data to train defect
models. Similar to our prior work [10], we apply a series of
filters to exclude such systems from our analysis. Specifi-
cally, we exclude the systems that:

(F1) Are not primarily written in C, C++, C#, Java, or Pas-
cal, since the tool [51] that we use to compute the
software metrics only supports these languages.

(F2) Have a small number of commits (i.e., less than the
25th percentile of the number of commits across all
remaining systems), as systems with too few com-
mits have not yet accumulated enough historical
data to train a defect model.

(F3) Have a lifespan of less than one year, since most
defect prediction studies collect defect data using
two consecutive six-month time periods [15]. The
first six-month period is used to collect defect data
and metrics for building a defect prediction model,
and the second six-month period is used to evaluate
the performance of the model.

(F4) Have a limited number of fix-inducing and non-fixing
commits (i.e., less than the 75th percentile of the num-
ber of fix-inducing and non-fixing commits across all
remaining systems, respectively). We do so to ensure
thatwe have enoughdata to train stable defectmodels.

(F5) Have less than 100 usable files (i.e., without unde-
fined values of aggregated metrics). This ensures
that we have sufficient instances for bootstrap model
validation.
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Table 2 provides an overview of the 255 systems that sur-
vive our filtering process.

4.2 Defect Data

In general, defect data is mined from commit messages.
Since these commit messages can be noisy, data mined from
commit messages are often corroborated using data mined
from Issue Tracking Systems (ITSs, e.g., Bugzilla1) [15].
However, we find that only 53 percent of the studied sys-
tems are using ITSs. Hence, to treat every studied system
equally, we mine defect data solely based on commit mes-
sages. While this approach may introduce bias into our
dataset [52], [53], [54], prior work has shown that this bias
can be offset by increasing the sample size [55]. There are
255 subject systems in our dataset, which is larger than
most defect prediction studies to date [56].

Similar to our prior study [57], we consider that a commit
is related to a defect fix if the commit message matches the
following regular expression:

ðbugjfixjerrorjissuejcrashjproblemjfailjdefectjpatchÞ
To further reduce the impact that noise in commit mes-

sages may introduce, we clean up noisy words like
“debug” and “prefix” by removing all words that end with
“bug” or “fix”. A similar strategy was used by Mockus
and Votta [58] and is at the core of the popular SZZ algo-
rithm [59]. In addition, similar to prior work [15], we use a
six-month time period to collect defect data, i.e., we check
for defect-fixing commits that occur in a six-month time
period after a software release has occurred. Unfortu-
nately, many systems on SourceForge or GoogleCode have
not recorded their release dates. Hence, we simply choose
the date that is six months prior to the last recorded com-
mit of each system as the split date. Defect data is collected
from commit messages in the six-month period after the
split date.

4.3 Software Metrics

We group software metrics into three categories, i.e., tradi-
tional metrics, object-oriented metrics, and process metrics.
In the scope of defect prediction, Radjenovi�c et al. [60] per-
form a systematic review and report that traditional metrics
are often collected at the method-level, object-oriented met-
rics are often collected at the class-level, and process metrics
are often collected at the file-level. In this paper, we study
traditional metrics, so that we can focus on investigating
how the studied aggregation schemes impact defect predic-
tion models.

In this study, we choose six method-level metrics that are
known to perform well in defect prediction models [38].
Table 3 provides an overview of the studied metrics. Source
Lines Of Code (SLOC) is a measure of the size of a method.
Cyclomatic complexity and essential complexity (EVG) are meas-
ures of the complexity of a method. The number of possible
paths (NPATH) measures the complexity of the control flow
of a method. The number of inputs (FANIN) and the number of
outputs (FANOUT) are used by Giger et al. [38] to measure the
control flow of a method only, but we use the original defi-
nition [61] of these two metrics to measure the information
flow (i.e., both data and control flow) of a method.

To compute these metrics, we use theUnderstand [51] tool
on the release (or split) code snapshot of each studied sys-
tem. This code snapshot is the historical version of the stud-
ied system at the date just before the six-month time period
used for collecting the defect data.

5 CASE STUDY

In this section, we report the results of our case study along
two dimensions. First, we study the impact that different
aggregations have on the correlation among software met-
rics and the correlation between software metrics and defect
counts. Second, we evaluate the impact of aggregations on
four types of defect prediction models, i.e., defect prone-
ness, defect rank, defect count, and effort-aware models.
Finally, we provide comprehensive guidelines regarding
the choice of aggregation schemes for future studies.

5.1 Correlation Analysis

Correlation analysis can be used to investigate how the rela-
tionship between any two particular metrics vary after
aggregation, regardless how the aggregation is computed.
When choosing software metrics to build a defect prediction
model, it is a common practice to explore the correlations
among software metrics, and the correlations between soft-
ware metrics and defects [7], [15], [28], [62], [63]. Strongly
correlated software metrics may be redundant, and may
interfere with one another if used together to train a defect
prediction model. Furthermore, a substantial correlation
between a software metric and defect count may identify
good candidate predictors for defect prediction models.

Aggregation schemes are required to lift software metrics
to the file-level. However, aggregation schemes may distort
the correlation between SLOC and CC in Java projects [18]. If

TABLE 2
The Descriptive Statistics of Our Dataset

Programming
language

# of
systems

# of
files

# of
methods

Defect ratio
(mean � sd)

C 34 8,140 167,146 43% � 26%
C++ 85 20,649 479,907 40% � 27%
C# 15 2,951 666,046 38% � 23%
Java 121 32,531 527,203 37% � 27%

All 255 64,271 1,840,302 39% � 27%

TABLE 3
List of Software Metrics at Method-Level

Metric Description

SLOC Source lines of code, excluding comments
and blank lines.

CC McCabe’s cyclomatic complexity.
EVG Essential complexity is a modified version

of cyclomatic complexity.
NPATH The number of possible execution paths in a

method.
FANIN The number of inputs, including parame-

ters, global variables, and method calls.
FANOUT The number of outputs, such as updating

parameters and global variables.

1. http://www.bugzilla.org/
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two metrics have a much stronger correlation after aggrega-
tion, it is unclear if the two metrics are actually strongly cor-
related, or if the aggregation has distorted one or both of the
metrics.

Understanding the impact that aggregation schemes have
can prevent the removal of useful metrics. Hence, we want to
examine the impact that aggregations have in order to avoid
potential loss of information in themodel construction step.

5.1.1 Research Questions

To study the impact that aggregations have on the correlation
among software metrics and their correlation with the defect
count, we formulate the following two research questions:

RQ1.1 Do aggregation schemes alter the correlation bet-
ween software metrics?

RQ1.2 Do aggregation schemes alter the correlation bet-
ween software metrics and defect count?

5.1.2 Experimental Design

1) Correlation Among Metrics. In this study, we use
Spearman’s r [64] to measure correlation. Spearman’s r

measures the similarity between two ranks, instead of the
exact values of the two assessed variables. Unlike paramet-
ric correlation techniques (e.g., Pearson correlation [64]),
Spearman correlation does not require that the input data
follow any particular distribution. Since Spearman correla-
tion is computed on rank-transformed values, it is more
robust to outliers than Pearson correlation [65]. Further-
more, in the presence of ties, Spearman’s r is preferred [66]
over other nonparametric correlation techniques, such as
Kendall’s t [64]. Spearman’s r ranges from �1 to +1, where
�1 and +1 indicate the strongest negative and positive cor-
relations, respectively. A value of zero indicates that the
two input variables are entirely independent.

Fig. 2 presents our approach to examine the impact that
aggregations have on correlation among software metrics.
To understand the correlation among metrics before aggre-
gation, for each system, we calculate r between each pair of
metrics at the method-level. Assessing if two metrics are
strongly correlated is often applied to determine their
redundancy in the scope of defect prediction [67], [68]. Simi-
lar to prior work [67], [68], [69], we consider that a pair of
metrics are too highly correlated to include in the same
model if jrj � 0:8 (we call it a “strong” correlation). Hence,
we report the percentage of metrics that have jrj < 0:8
across all of the studied systems (see Table 4).

To study the impact that aggregation schemes have on
these correlation values, we use SLOC as our base metric, and
for each system, we compute r between SLOC and the other
metrics at both method- and file-levels. We denote the corre-
lation between SLOC and metric m as cor:methodðSLOC;mÞ at
the method-level, and as cor:fileðSLOC; AGðmÞÞ at the file-
level after applying an aggregation scheme AG. We test the
null hypothesis below for each scheme:

H01: There is no difference between the method-level corr-
elation cor:methodðSLOC;mÞ and the file-level correlation
cor:fileðSLOC; AGðmÞÞ.

To testH01, we use two-sided Mann-Whitney U tests [64]
with a ¼ 0:05 (i.e., 95 percent confidence level). The Mann-
Whitney U test checks if equally large values exist in two
input samples. As a non-parametric statistical method, the
Mann-Whitney U test makes no assumptions about the dis-
tributions that the input samples are drawn from. If there is
a statistically significant difference between the input sam-
ples, we can reject H01 and conclude that the corresponding
aggregation scheme yields statistically significantly differ-
ent correlation values at the method- and file-levels. To con-
trol family-wise errors, we apply Bonferroni correction and
adjust a by dividing by the number of tests.

We also calculate Cliff’s d [70] to quantify the size of the
difference in correlation values at the method- and file-lev-
els (see Table 5). We opt to use Cliff’s d instead of Cohen’s
d [71] because Cliff’s d is widely considered to be a more
robust and reliable effect size measure than Cohen’s d [72].
Moreover, Cliff’s d does not make any assumptions about
the distributions of the input samples.

Cliff’s d ranges from �1 to +1, where a zero value indi-
cates two identical distributions. A negative value indicates

Fig. 2. Our approach to analyze the impact of aggregations on the corre-
lations between software metrics (RQ1.1).

TABLE 4
The Percentage of the Studied Systems That Do Not Have

Strong Correlations Among All Six Metrics at the Method-Level

Metric CC NPATH FANIN FANOUT EVG

SLOC 58% 59% 100% 39% 100%
CC - 0% 100% 96% 99%
NPATH - - 100% 96% 99%
FANIN - - - 100% 100%
FANOUT - - - - 100%

TABLE 5
The Cliff’s d of the Difference in Correlation Values Between

SLOC and Other Metrics Before and After Aggregation

Scheme CC NPATH FANIN FANOUT EVG

(1) Sum �0.881 �0.655 �0.884 �0.907 �0.969
(2) Mean �0.363 n.s. 0.269 �0.279 �0.386
(3) Median 0.188 0.213 0.206 n.s. 0.239
(4) SD �0.290 �0.128 0.388 n.s. �0.401
(5) COV n.s. 0.345 0.605 0.608 �0.181
(6) Gini 0.022 0.305 0.646 0.609 �0.082
(7) Hoover 0.195 0.505 0.737 0.729 n.s.
(8) Atkinson 0.105 0.388 0.767 0.778 �0.104
(9) Shannon n.s. n.s. �0.584 �0.481 �0.295
(10) Entropy 0.104 0.388 0.767 0.778 �0.104
(11) Theil n.s. 0.370 0.469 0.458 �0.143

(bold font indicates a large difference, and n.s. denotes a lack of statistical
significance).
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that values in the first sample tend to be smaller than those
in the second sample, while a positive value indicates the
opposite. To ease interpretation of the effect size results, we
use the mapping of Cliff’s d values to Cohen’s d significance
levels as proposed by prior work [72]:

Negligible: 0 � jdj < 0:147
Small: 0:147 � jdj < 0:330
Medium: 0:330 � jdj < 0:474
Large: 0:474 � jdj � 1

2) Correlation Between Metrics and Defect Count. To further
understand the impact of aggregations, we investigate the
correlation between defect count and metrics aggregated by
each of the studied schemes. Fig. 3 provides an overview of
our approach.As defect count is used inmodels for predicting
defect rank, defect count, and in effort-aware models, correla-
tion analysis between defect count and metrics may provide
insights formetric selection in the three types of defect predic-
tionmodels. Softwaremetrics having a substantial correlation
with defect count are usually considered to be good candidate
predictors for defect prediction models [7], [15]. Similar to
prior work [7], [15], we consider that ametric shares a promis-
ing correlation with the number of defects if the correspond-
ing jrj � 0:4 (we call it a “substantial” correlation). Hence, we
report the percentage of studied systems that have jrj � 0:4
for the defect count and any given metric after applying any
of the studied aggregation scheme (see Table 6).

5.1.3 Case Study Results

Aggregation can Significantly Alter the Correlation Among Met-
rics Under Study. Table 4 shows that many method-level
metrics do not have strong correlation values with one
another (i.e., jrj < 0:8). For example, FANIN is not strongly
correlated with the other metrics in any of the studied sys-
tems. Moreover, SLOC is not strongly correlated with CC in
58 percent of the studied systems.

On the other hand, some method-level metrics also have
consistently strong correlation values. For example, CC is
strongly correlated with NPATH in all of the studied systems.
However, we find that selecting some aggregation schemes
can help to reduce the strong correlation values that we
observe at the method-level. For example, CC and NPATH are
strongly correlated in all of the studied systems at the
method-level. But when aggregated to the file-level using
the summation, mean, median, standard deviation, coeffi-
cient of variation, Gini index, Hoover index, Atkinson
index, Shannon’s entropy, generalized entropy, and Theil
index, they do not share a strong correlation with one
another in 1-14 percent of the studied systems. This weaker
correlation between CC and NPATH would allow one to

safely use both metrics in a defect prediction model. One
possible reason for the weak correlation is that aggregation
does not only consider the metric values, but also the distri-
bution of metric values. Two semantically correlated met-
rics may experience different distributions at method level.
Thus, the aggregated metrics could significantly differ. As a
result, the correlations between aggregated CC and NPATH

can become either stronger or weaker.
Different Aggregation Schemes have Various Impacts on the

Correlation Between SLOC and Other Metrics. To illustrate the eff-
ect of the various aggregation schemes, we compute the gain
ratios of the correlation values between a metric and SLOC

when aggregated to the file-level. Below, we define the gain
ratio for a metric m when aggregated using a particular
schemeAG

cor:gain:ratioðm;AGÞ ¼ cor:fileðSloc; AGðmÞÞ
cor:methodðSloc;mÞ (1)

While we find that aggregation schemes do impact corre-
lation values, most aggregation schemes do not have a con-
sistent impact on all of the studied metrics. On the one
hand, the gain ratios of Fig. 4 show that summation tends to
increases the correlation between SLOC and all of the other
metrics. On the other hand, for the NPATH, FANIN, and FAN-

OUT metrics, Fig. 4 shows that the median gain ratios are
often below 1, indicating that most aggregation schemes
decrease the correlation values between these metrics and
SLOC in half of the studied systems.

Table 5 presents the results of the Mann-Whitney U tests
and Cliff’s d. We find that summation has a consistently large
impact (i.e., p-value is belowa and the absolute value of Cliff’s
d is greater than 0.474) on the correlation between SLOC and the
other metrics in software systems developed in C, C++, C#,
and Java. This observation is consistent with Landman et al.’s
work [18], which found that summation tends to inflate the
correlation between SLOC and CC when aggregated from the
method- to the file-level in Java projects.

Not all metrics are sensitive to aggregation schemes.
Indeed, only the FANIN and FANOUT metrics are significantly
sensitive to aggregation schemes. Furthermore, contrary to
the Cc results, these aggregations tend to weaken their cor-
relation with SLOC.

When compared to the other aggregation schemes, summation
has the largest impact on the correlation between the studied metrics
and defect count. Table 6 shows the percentage of the studied
systems that have a substantial correlation (i.e., jrj � 0:4)

Fig. 3. Our approach to analyze the impact of aggregations on correla-
tions between software metrics and defect count (RQ1.2).

TABLE 6
The Percentage of Studied Systems Where the Defect Count
Shares a Substantial Correlation (jrj � 0:4) with the Metrics

Scheme SLOC CC NPATH FANIN FANOUT EVG

(1) Sum 20% 22% 15% 16% 20% 16%
(2) Mean 2% 1% 3% 2% 1% 3%
(3) Median 1% 2% 2% 1% 1% 0
(4) SD 4% 2% 5% 4% 1% 4%
(5) COV 3% 3% 7% 1% 1% 4%
(6) Gini 3% 2% 5% 1% 1% 3%
(7) Hoover 1% 2% 5% 1% 1% 3%
(8) Atkinson 1% 2% 6% 1% 1% 4%
(9) Shannon 9% 7% 6% 9% 9% 2%
(10) Entropy 1% 2% 6% 1% 1% 4%
(11) Theil 2% 3% 6% 3% 1% 4%
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between defect count and a given metric when aggregated
using the studied schemes. File-level metrics that are aggre-
gated by summation share a substantial correlation with
defect count in 15 to 22 percent of the studied systems. The
other aggregation schemes show potential to make file-level
metrics substantially correlate with defect count, with 1-9 per-
cent of the studied systems yielding substantial correlation
values. We further investigate how likely it is that the
observed improvements could have happened by chance, i.e.,
whether an aggregation scheme has the identical effect (i.e.,
the improvement in the correlation values) on different met-
rics. We perform a non-parametric test, namely the Cochran’s
Q test, using the 95 percent confidence level (i.e., a ¼ 0:05).
The p-values of the Cochran’s Q test on the mean, median,
and standard deviation schemes are greater than 0.05, indicat-
ing that we cannot reject the null hypothesis that these three
aggregation schemes have similar impact on the correlation
values between defect count and all six studied metrics. On
the other hand, the p-values of the Cochran’s Q test on other
aggregation schemes are less than 0.05, indicating that these
aggregation schemes have significantly different effects on
different metrics. We observe that these aggregation schemes
tend to yield substantial correlation values between defect
count and the metric NPATH in more subject systems than that
of defect count and other metrics. In addition to summation,
applying other aggregation schemes may provide useful new
features for defect predictionmodels.

5.2 Defect Prediction Models

Our analysis in the prior section shows that aggregation
schemes can significantly alter the correlation among met-
rics and the correlation between defect count and metrics.
These results suggest that using additional aggregation
schemes may generate new metrics that capture unique
characteristics of the studied data, and that may be useful
for defect prediction. In this section, we investigate the
impact that aggregation schemes have on four types of
defect prediction models. While we use the same metrics in

each type of defect prediction model, the dependent vari-
able varies as described below:

� Defect proneness: A binary variable indicating if a file
is defective or not.

� Defect rank: A ranked list of files according to the
number of defects that they will contain.

� Defect count: The exact number of defects in a file.
� Effort-aware: A cost-effective list of files ranked in

order to locate the most number of defects while
inspecting the least number of lines.

5.2.1 Research Questions

To investigate the impact that aggregation schemes have on
our four types of defect prediction models, we formulate
the following four research questions:

RQ2.1 Do aggregation schemes impact the performance of
defect proneness models?

RQ2.2 Do aggregation schemes impact the performance of
defect rank models?

RQ2.3 Do aggregation schemes impact the performance of
defect count models?

RQ2.4 Do aggregation schemes impact the performance of
effort-aware models?

5.2.2 Experimental Design

In this section, we present the design of our experiments,
including the evaluation method, the modelling techniques,
the performance measures, the model training approach,
and the null hypotheses. Fig. 5 gives an overview of our
approach to address RQs 2.1-2.4.

1) Evaluation Method. In our experiment, we use the out-
of-sample bootstrap model validation technique [73]. The
out-of-sample bootstrap is a robust model validation tech-
nique that has been shown to provide stable results for
unseen data [73]. The process is made up of two steps.

First, a bootstrap sample is selected. From an original
dataset with N instances, N instances are selected with
replacement to create a bootstrap sample. The probability of

an instance not being selected after N times is ð1� 1
NÞN , and

limN�>þ1 ð1� 1
NÞN ¼ e�1 ¼ 0:368. Thus, on average,

approximately 63.2 percent (i.e., 1-e�1) of unique instances
would be selected from the original dataset.

Fig. 4. Boxplots of the gain ratios in correlations between SLOC and other metrics at file-level. The order of the 11 aggregation schemes are the same
as shown in Table 5.
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Second, a model is trained using the bootstrap sample
and tested using the 36.8 percent of the data from the origi-
nal dataset that does not appear in the bootstrap sample.

The two-step process is repeatedK times, drawing a new
bootstrap sample with replacement for training a model and
testing it on the unselected data. The performance estimate
is the average of the performance of each of these bootstrap-
trained models. For each studied system, we perform 1,000
bootstrap iterations (i.e., K ¼ 1;000) in order to derive a sta-
ble performance estimate.

2) Modelling Techniques and Performance Measures. Defect
Proneness. Random forest is a robust classification tech-
nique [74] and is quite robust to parameter choices in defect
proneness models [75]. Similar to much prior work [76],
[77], we apply the random forest algorithm [78] to train our
defect proneness models. We use the R package randomFor-
est [79] with default parameters except for the number of
trees that is set to 200 (sensitivity analysis with settings of
100 or 300 trees reach the same conclusion for this research
question). Common performance measures for defect
proneness models include precision, recall, accuracy, and F-
measure. These measures are calculated using a confusion
matrix that is obtained using a threshold value. The thresh-
old value is applied on the predicted probability of defect
proneness to differentiate between defective and clean enti-
ties. Since the aforementioned performance measures are
sensitive to the selected threshold, we opt to use the Area
Under the receiver operating characteristic Curve (AUC)—a
threshold-independent performance measure. AUC is com-
puted as the area under the Receiver Operating Characteris-
tics (ROC) curve, which plots the true positive rate against
the false positive rate while varying the threshold value
from 0 to 1. AUC values range between 0 (worst perfor-
mance) and 1 (best performance). A model with an AUC of
0.5 or less performs no better than random guessing.

Defect Rank. To train our defect rank models, we apply
linear regression, which has been successfully used in sev-
eral prior studies of defect density models [28] and defect
count models [7], [15]. The regression model is applied to
all files in the system and the files are ranked according to
their estimated defect count. As suggested by prior
work [15], [28], we use Spearman’s r to measure the perfor-
mance of our defect rank models. We compute r between

the ranked list produced by the model and the correct rank-
ing that is observed in the historical data. Larger r values
indicate a more accurate defect rank model.

Defect Count. Similar to our defect rank models, we apply
linear regression to train our defect count models. We use
the Mean Squared Error (MSE) to measure the performance
of our linear models, which is defined as follows:

MSE ¼ 1

n

Xn

i¼1

ðŶi � YiÞ2; (2)

where Yi and Ŷi are the actual and predicted value of the ith
file, and n is the total number of files. The lower the MSE,
the better the performance of the defect count model.

Effort-Aware. We also apply linear regression to train our
effort-aware models. We use the Popt measure proposed by
Mende and Koschke [80] to measure the performance of our
effort-awaremodels. The Popt measure is calculated by draw-
ing two curves that plot the accumulated lines of analyzed
code on the x-axis, and the percentage of addressed bugs on
the y-axis. First, the optimal curve is drawn using an order-
ing of files according to their actual defect densities. Second,
the model performance curve is drawn by ordering files
according to their predicted defect density. The area between
the two curves is represented asDopt, and Popt ¼ 1� Dopt. The
higher the Popt value, the closer the curve of the predicted
model is to the optimal model, i.e., the higher the Popt value,
the better.

Table 7 summarizes themodelling techniques and perfor-
mancemeasures for each type of defect predictionmodels.

3) Prediction Model Training. In each bootstrap iteration,
we build 48 models—one model for each combination of
the four types of defect prediction models and 12

Fig. 5. Our approach to build and evaluate defect prediction models on each of the studied 255 projects, using file-level metrics aggregated from
method-level metrics (RQs 2.1 to 2.4).

TABLE 7
The Modelling Techniques and Performance

Measures Used in This Study

Prediction type Modelling
technique

Performance
measure

Defect proneness Random forest AUC
Defect rank Linear regression Spearman’s r
Defect count Linear regression MSE
Effort-aware defect count Linear regression Popt
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configurations of the studied aggregation schemes. We use
one configuration to study each of the 11 aggregation
schemes individually, and a 12th configuration to study the
combination of all of the aggregation schemes.

In each configuration, we use the six software metrics
aggregated by the corresponding scheme as predictors for
our defect prediction models. Thus, for 11 configurations
that only involve one aggregation scheme, we use six pre-
dictors, and for the configuration that involves all schemes,
we use 66 (i.e., 6	 11) predictors.

Since the predictors may be highly correlated with one
another, they may introduce multicollinearity, which can
threaten the fitness and stability of the models [81]. To address
this concern, a common practice is to apply Principal Compo-
nent Analysis (PCA) to the input set of predictors [82], [83].
PCA permits us to leverage all the signals in our metrics
whereas correlation analysis is binary in nature (i.e., we have to
include or exclude a metric). Although principal components
are difficult to interpret [84], the analysis of the impact of partic-
ular metrics is out of the scope of this paper. Hence, we adopt
this technique to simplify the process of building defect predic-
tion models in this study. We order the principal components
by their amount of explained variance, and select the first N
principal components that can explain at least 95 percent [83] of
variance for inclusion in our defect prediction models. In total,
we train over 12 million (i.e., 48	 1;000	 255) models in our
defect prediction experiment.

4) Null Hypotheses. As the four types of prediction models
are similar, we formulate two general hypotheses to structure
our investigation of the impact that aggregation schemes have
on defect prediction models. To enable the comparison, we
create an ideal model that achieves the best performance of
models that are obtained using any of the 12 studied configu-
rations. For each type of defect predictionmodel, the best per-
formance is determined by the corresponding performance
measure (see Table 7) for each iteration. We test the following
two null hypotheses for each studied system:

H02a: There is no difference in the performance of the best
model and models that are trained using metrics that are aggre-
gated by scheme AG.

H02b: There is no difference in the performance of the best
model and models that are trained using metrics that are aggre-
gated using all 11 schemes.

To test our hypotheses, we conduct two-sided and paired
Mann-WhitneyU tests [64]with a ¼ 0:05. Aswe have 255 sys-
tems in total, we apply Bonferroni correction to control fam-
ily-wise errors, and then adjust a by dividing by the number
of tests.We use Cliff’s d to quantify the size of the impact.

We consider that a model fails to yield the best perfor-
mance if the p-value of Mann-Whitney U test is less than a

and Cliff’s jdj � 0:474 (i.e., large effect).

5.2.3 Case Study Results

In this section, we present our findings from an overall per-
spective and a programming language-specific perspective.

1) General Findings. The summation scheme (i.e., the most
commonly applied aggregation scheme in the literature) can sig-
nificantly underestimate the predictive power of defect prediction
models that are built with the studied metrics. Table 8 shows
that solely using summation achieves the best performance
when predicting defect proneness in only 11 percent of

projects. When predicting defect rank or performing effort-
aware prediction, solely using summation yields the best
performance in 56 percent and 31 percent of projects,
respectively. Such findings suggest that the predictive
power of defect prediction models can be hindered by solely
relying on summation for aggregating metrics.

On the other hand, using all of the studied aggregation
schemes is significantly better than solely using summation
in models that predict defect proneness (Fig. 6a). Specifi-
cally, using all schemes achieves the best performance in 40
percent of projects. This finding indicates that exploring
various aggregation schemes can yield fruitful results when
building models to predict defect proneness.

In models that predict defect rank (Fig. 6b) and defect
count (Fig. 6c), the difference between using all schemes
and solely using summation is marginal, and both are closer
to the best performance than any other aggregation scheme.
In models that predict defect rank, using all schemes is
slightly better than solely using summation (i.e., 60 versus
56 percent). When predicting defect count, solely using
summation is slightly better than using all schemes (i.e., 99
versus 97 percent). Given the higher percentage of studied
systems where the defect count shares a substantial correla-
tion with the summed metrics (Table 6), it is understandable
that summation would be a good aggregation scheme for
predicting defect count.

When fitting effort-aware models (Fig. 6d), the situation
changes, i.e., neither using all schemes nor solely using
summation is advisable. The median scheme provides the
best performance in 71 percent of projects. Using the mean
scheme is a viable alternative, as it achieves the best perfor-
mance in 69 percent of projects. Both mean and median
aggregation schemes are much better than using any other
configuration of aggregators.

We suspect that using either the median or the mean
scheme performs the best for effort-aware models because
files with the same number of predicted defects may be still
distinguishablewhen using these two schemes. For example,
let’s consider two files having the same number of predicted
defects. In a model that is built using only LOC (such a model
may still achieve good predictive power [13]), these two files
may have the same sum Sloc (when the model is built using

TABLE 8
The Percentage of the Studied Systems on Which the Model
Built with the Corresponding Configuration of Aggregations

Achieves the Best Performance

Scheme Defect
proneness

Defect
rank

Defect
count

Effort-aware

All schemes 102 (40%) 153 (60%) 248 (97%) 42 (16%)
Sum 28 (11%) 143 (56%) 253 (99%) 79 (31%)
Mean 19 (7%) 33 (13%) 222 (87%) 176 (69%)
Median 21 (8%) 28 (11%) 210 (82%) 180 (71%)
SD 17 (7%) 37 (15%) 230 (90%) 124 (49%)
COV 24 (9%) 40 (16%) 238 (93%) 58 (23%)
Gini 21 (8%) 31 (12%) 231 (91%) 69 (27%)
Hoover 20 (8%) 28 (11%) 227 (89%) 83 (33%)
Atkinson 21 (8%) 37 (15%) 230 (90%) 106 (42%)
Shannon 36 (14%) 92 (36%) 246 (96%) 51 (20%)
Entropy 25 (10%) 39 (15%) 229 (90%) 103 (40%)
Theil 19 (7%) 42 (16%) 232 (91%) 77 (30%)

The bold font highlights the best configuration.
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the summation scheme) or the same avg Sloc (when the
model is built using the mean scheme). Then these two files
have the same density of defects (when using the summation
scheme) or their density of defects is further determined by
the number of methods (when using the mean scheme). In
the latter case, these two files can be distinguished from one
another. The filewith fewermethods (thus smaller sum_SLOC

and less effort for code inspection) has a higher density of
predicted defects and is ranked before the other one. This is
in agreement with the concept of effort-aware defect predic-
tion, i.e., finding the same number of defects with less effort.

Fig. 6 provides boxplots of the best performance of our
various model configurations, together with the perfor-
mance of models built using each configuration relative to
the best model. As described above, Fig. 6 shows that when
using all schemes together, the performances of defect
proneness models are generally greater than using a single
scheme. Furthermore, when predicting defect rank and
count, solely using summation or using all schemes achieve
very similar amounts of predictive power, and both are

generally better than using any other aggregation scheme.
Hence, applying all schemes together is beneficial for defect
proneness models, while using summation is likely suffi-
cient for models that predict defect rank and count. More-
over, when building effort-aware models, either using
mean or median generally achieves better performance than
using any other configuration. Hence, the median or mean
schemes are advisable for building effort-aware models.

2) Programming Language-Specific Findings. The distribu-
tions of software metric tend to vary based on the program-
ming language in which the system is implemented [57].
This varying distribution may interfere with our analysis of
aggregation schemes. To investigate the role that program-
ming language plays, we partition the results of Table 8
according to programming languages, and present the
results in Table 9.

Irrespective of the programming language, the impact that aggre-
gation schemes have on defect prediction models that are built with
the studied metrics remains largely consistent. For instance, using
all schemes is generally beneficial to most of the studied

Fig. 6. In each sub figure, the left boxplot shows the best performance, and the right boxplots present the performance by models built with each
aggregation scheme relative to the best performance. The order of aggregation schemes: all schemes, summation, mean, median, SD, COV, Gini,
Hoover, Atkinson, Shannon’s entropy, generalized entropy, and Theil.
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systems when predicting defect proneness (Table 9a), nomat-
ter what programming language the system is written in.
When predicting defect rank (Table 9b), using all schemes
achieves results that are the closest to the performance of the
best model for projects developed in C and C++, while using
summation is slightly better than using all schemes for only
one project developed in Java. For projects developed in C# or
Java, solely using summation in models that predict defect
count (Table 9c) is slightly better than using all schemes with
a two and three projects difference, respectively. When build-
ing effort-aware models (Table 9d), using the median scheme
is beneficial to most of the systems written in C, C#, and Java.
For systems written in C++, using the mean scheme achieves
results that are slightly closer to the best performance than
usingmedian.Hence, we conclude that the impact of aggrega-
tion schemes is largely consistent across systems developed in
any of the four studied programming languages.

5.3 Guidelines for Future Defect Prediction Studies

In this section, we discuss the broader implications of our
results by providing guidelines for future defect prediction
studies. Note that these guidelines are valid for studies
using exactly the same metrics as this study. If different
metrics are used, researchers and practitioners can follow
our approach to derive the most appropriate guidelines for
their studies. All the needed information to perform our
analysis can be obtained from the training data (e.g., data
from a previous release) that is used to build a model as in
all prior defect prediction studies.

1) Regardless of the programming language, using all stud-
ied aggregation schemes is recommended when building
models for predicting defect proneness and rank.With the
initial set of predictors that are aggregated using all
of the available schemes, feature reduction (e.g.,
PCA) could then be applied to mitigate redundan-
cies before fitting a prediction model. In particular,
defect proneness models that use all aggregation
schemes achieve the best performance in 40 percent
of the studied systems, while solely using the sum-
mation scheme achieves the best performance in
only 11 percent of projects. Furthermore, for models
that rank files according to their defect density, using
all schemes is better than solely using summation for
projects developed that are in C and C++.

2) Using summation is recommended for defect count models.
Solely using summation is better than using all
schemes for projects that are developed in C# or Java,

TABLE 9
The Percentage of the Studied Systems per Programming Language, on Which the Model Built with the

Corresponding Aggregation Scheme Achieves Similar Predictive Power as the Best Model
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and leads to the same predictive power as using all
schemes for projects that are developed inC andC++.

3) Either the mean or the median aggregation scheme should
be used in effort-aware defect prediction models. In partic-
ular, the median aggregation scheme should be used
for projects developed in C, C#, or Java. The mean
aggregation scheme is suggested when building
effort-aware defect prediction models for C++ proj-
ects. In general, using median achieves the best per-
formance for 71 percent of the studied systems.

6 THREATS TO VALIDITY

In this section, we discuss the threats to the validity of our
study with respect to Yin’s guidelines for case study research
[85].

Threats to conclusion validity are concerned with the rela-
tionship between the treatment and the outcome. The threat
to our treatments mainly arises from our choice of metrics
(i.e., only six method-level metrics, and no class-level met-
rics), our choice of modelling techniques (i.e., random forest
for defect proneness models and linear regression for the
other three types of defect prediction models), and our
choice of model parameters (i.e., 200 trees in random forest).
The choice of parameters has been explored in prior work
[75], [86], [87]. However, the primary goal of our study is
not to train the most effective defect prediction models, but
instead to measure relative improvements by exploring dif-
ferent aggregation schemes.

Threats to internal validity are concerned with our selec-
tion of subject systems and analysis methods. As the major-
ity of systems that are hosted on SourceForge and
GoogleCode are immature, we carefully filter out systems
that have not accumulated sufficient history to train defect
prediction models. To obtain a stable picture of the perfor-
mance of our defect prediction models, we perform 1,000
iterations of out-of-sample bootstrap validation. In addition,
we apply non-parametric statistical methods (i.e., Mann-
Whitney U test and Cliff’s d) to draw our conclusions.

Threats to external validity are concerned with the generaliz-
ability of our results. We investigate 11 schemes that can cap-
ture five aspects (summation, central tendency, dispersion,
inequality index, and entropy) of the distribution of software
metrics. Moreover, we study 255 open source systems that are
drawn from a broad range of domains. Hence, we believe that
our conclusionsmay apply to other defect prediction contexts.
Nonetheless, replication studiesmay prove fruitful.

Another threat is our choice of PCA for removing multi-
collinearity, as we lose interpretability of the produced
models. If the goal of a study is interpretability, a more care-
ful choice of aggregations might be needed. Since the focus
of this work is on model performance, our exploration
approach is useful. But future work may want to explore
other methods for preserving interpretability.

Threats to reliability validity are concerned with the possi-
bility of replicating this study. Our subject projects are all
open source systems, and the tool for computing software
metrics is publicly accessible. Furthermore, we provide all
of the necessary details of our experiments in a replication
package that we have posted online.2

7 CONCLUSION

Aggregation is an unavoidable step in training defect pre-
diction models at the file-level. This is because defect data is
often collected at file-level, but many software metrics are
computed at the method- and class-levels. One of the
widely used schemes for metric aggregation is summa-
tion [5], [6], [7], [8], [9], [10], [11], [15], [17]). However, recent
work [18] suggests that summation can inflate the correla-
tion between SLOC and CC in Java projects. Fortunately, there
are many other aggregation schemes that capture other
dimensions of a low-level software metric (e.g., dispersion,
central tendency, inequality, and entropy). Yet, the impact
that these additional aggregation schemes have on defect
prediction models remains largely unexplored.

To that end, we perform experiments using 255 open
source systems to explore how aggregation schemes impact
the performance of defect prediction models. First, we
investigate the impact that aggregation schemes have on the
correlation among metrics and the correlation between met-
rics and defect count. We find that aggregation can increase
or decrease both types of correlation. Second, we examine
the impact that aggregation schemes have on defect prone-
ness, defect rank, defect count, and effort-aware defect pre-
diction models. Broadly speaking, we find that summation
tends to underestimate the performance of defect proneness
and effort-aware models. Hence, it is worth applying multi-
ple aggregation schemes for defect prediction purposes. For
instance, applying all 11 schemes achieves the best perfor-
mance in predicting defect proneness in 40 percent of the
studied projects.

From our results, we provide the following guidelines for
future defect prediction studies. When building models for
predicting defect proneness and rank, our recommendation
is to use all of the available aggregation schemes to generate
the initial set of predictors (i.e., aggregated metrics, such as
the summation, median, and standard deviation of lines of
code), and then perform feature reduction (e.g., PCA) to
mitigate redundancies. For models that predict defect count,
solely using summation is likely sufficient. For effort-aware
defect prediction models, surprisingly, using all 11 schemes
to generate the initial set of predictors does not outperform
using a single scheme (i.e., the median or the mean scheme);
instead, the median scheme is advised for projects devel-
oped in C, C#, or Java, and the mean scheme is suggested
for projects written in C++.

If a researcher or a practitioner has a reason for selecting
a particular aggregation scheme, that should indeed trump
our approach. But, in many cases, selecting an aggregation
scheme is not straightforward. Our results show that
na€ıvely selecting the summation may not yield the best
results. Instead, in such cases, our approach would be bet-
ter. The improvement in model performance is substantial
enough to outweigh the analysis cost on these additional
aggregation schemes. Therefore, we suggest that research-
ers and practitioners experiment with many aggregation
schemes when building defect prediction models.
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