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Abstract—Measuring the software performance under load is an important task in both test and production of a software development. In large scale systems, a large amount of metrics and usage logs are analyzed to measure the performance of the software. Most of these metrics are analyzed by aggregating across all users to get general results for the scenario, i.e., how individual users have perceived the performance is typically not considered in software performance research and practice. To analyze a software’s performance, user’s perception of software performance metrics should be considered along with the scenario-centric perspective of system tester or operator.

In our empirical study, we analyzed the impact of performance on individual users to see if performance analysis results based on the user’s perception is really different from the scenario-centric (aggregated) one. Case studies on common use case scenarios in two commercial large telecommunication systems and one open source performance benchmark show scenarios where user-centric software performance analysis was able to identify performance issues that would be invisible in a scenario-centric analysis. We find that the user-centric approach does not replace the existing scenario-centric performance analysis approaches, but complements them by identifying more performance issues.
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I. INTRODUCTION

Measuring the software performance perceived by the user during test or production of a software allows an organization to adjust the deployment of a software system in order to meet the performance expectations of its users [1], [2]. Since performance measurements gather gigabytes of log and performance counter data, performance analysts typically aggregate this data across all user, or clusters of users with the same quality of service (QoS), to get more manageable information. For example, a system is analyzed to see if 99% of the response time for a test scenario was under 2 milliseconds.

Aggregation of performance data loses knowledge about how individual users are affected by the performance. A large software system may have a low average system response time, which suggests that everyone is happy, while from the user perspective, it may be possible that some thousands (out of millions) of users are always unhappy because of persistent high response time (i.e., because of software compatibility issues at the user’s end). In a competitive market with other options for the user, user perceived quality is important for user satisfaction and user loyalty to the service provider [3]. Moreover, if these unlucky users are the major users, it can be disastrous for a business.

User perceived quality has been studied in the field of software system design, usability analysis, product and process quality [4], [5], [6], [7], [8]. The user’s perspective of quality can be different from the developer or manager’s aggregated perspective. Performance can be viewed as one of the characteristics of software quality [9].

We compared individual user performance data (user-centric) with the aggregated performance data (scenario-centric) to see whether or not the user-centric performance analysis data provide the same information as the scenario-centric data. In our controlled case study of two large enterprise systems, and one small open-source e-commerce system’s test data (with simulated load), we calculate scenario-centric and user-centric metrics to address the following three research question:

Q1) How does the user-centric performance experience differ from the scenario-centric one?

One of the enterprise systems showed major performance improvements for 2 (out of 4) use case scenarios while the scenario-centric comparison could not identify these improvements. In the open source e-commerce system, user-centric analysis in 3 (out of 3) scenarios showed that 40% of the users in each scenario had a bad performance in at least 30% of their requested operations, while the scenario-centric analysis showed that on average, 13.11% to 20.80% of these operations behaved badly in these three scenarios.

Q2) How does the user and scenario-centric performance evolve over time?

When a system is running for a long time, it may encounter performance problems that could not be visible if it was running for a short amount of time. 2 (out of 4) and 5 (out of 6) scenarios in the two enterprise software systems and 1 (out of 3) scenarios in the open source system showed a different time trend from the scenario and user perspective. These differences suggest that scenario-centric performance trends do not necessarily reflect the performance trends perceived by user.

Q3) How consistent are the user and scenario-centric performance characteristics?

A system may sometimes perform outstandingly good
and sometimes very poorly while the users in the system may expect a moderate and consistent performance from the system all of the time. From user-centric analysis, we found scenarios where a large percentage of users had an inconsistent performance while the system’s performance looked consistent in scenario-centric analysis (on average).

The paper is organized as follows. Section II, discusses the study design and data source for our study. Section III explains the motivation, approach and results for our three research questions. Section IV summarizes the related work. Section V discusses the threats to validity. Section VI presents the conclusion of the paper.

II. STUDY DESIGN

In this section, we discuss our three case studies in which we performed both user-centric and scenario-centric performance analysis. User-centric analysis measures the metrics from the individual user’s perspective and scenario-centric analysis measures the metrics for a scenario across all users. Table I shows an overview of the three projects in our study, i.e., two commercial enterprise systems (ES) and one open source e-commerce system, the Dell DVD store (DS2). For each system, we considered the most popular use cases. For each instance of such a use case, we collected the response time (i.e., the time between start and end) and user id. All the metrics used in our analysis are derived from this response time and user id data.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>PROPERTIES OF THREE CASE STUDIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor</td>
<td>Enterprise System 1</td>
</tr>
<tr>
<td>Functionality</td>
<td>Telecommunications</td>
</tr>
<tr>
<td>Vendor’s Business Model</td>
<td>Commercial</td>
</tr>
<tr>
<td>Size</td>
<td>Ultra Large</td>
</tr>
<tr>
<td>Complexity</td>
<td>Complex</td>
</tr>
</tbody>
</table>

Enterprise System 1 (ES 1): The first system for our case study is an ultra large scale distributed system for which we had access to the performance regression test log data. A test was run on two versions of the system with the same test operational profile (i.e., a realistic distribution of user input requests). Any performance deviation found in the new version’s performance is reported by the tester to the developer. One hour of test log data was collected. Log lines contain log messages that can be grouped into sequences per user session and mapped to a use case using log sequence patterns known to the system experts [10], [11], [12]. We compare the old and the new version of the ES 1 to verify if the scenario-centric performance analysis differs from the user-centric performance analysis. Out of around 100 scenarios, we considered the four most occurring ones as the four major use-cases of this system. Other scenarios had a too low frequency of occurrence to comment on their performance. Every scenario’s first and last log line’s time-stamp was used to calculate the response time for that scenario. Ideally, every user in these tests are expected to perceive a similar response time.

Enterprise System 2 (ES 2): The second system in our case study is a large scale enterprise system of which we could use the test log data. The test was run on one version under development and 10 hours of log data was collected and analyzed. We used a similar log sequence analysis approach as we did for ES 1. Out of 1092 scenarios, we considered the top 6 most popular log sequences.

Dell DVD store (DS2): The third case study was performed on the Dell DVD store (DS2). DS2 is an open-source three tier simulation of an e-commerce website [13]. We set up the DS2 test server in a lab environment using two Pentium 3 servers running Windows 2008 and Windows XP with 512MB of RAM. The first machine is the Apache Tomcat web application server [14] and the second machine is the MYSQL 5.5 database server [15]. The load for this test was generated using the DS2 web load driver running on a Pentium 4 machine with 2GB of RAM. The load generator simulates multiple users by sending HTTP requests to the web server for each user, the web server processes the request by communicating to the database...
server, then replies to the user (load generator) again.

We ran the test for more than 11 hours and monitored the server resource utilization logs to identify the initialization period of the system. We removed the initial 1 hour log data to remove the system initialization performance from our study and concentrated on the normal operation of the system. Details of the Dell DVD store (DS2) load generator configuration can be found in our replication package online [16]. We instrumented the DS2 driver program that generates the load to the web application to create log files containing one line for each user’s HTTP request+reply (i.e., for each instance of every use case scenario). As a simple e-commerce system, DS2 has four scenarios: Create new user, Login to the system, Browse products and Purchase. As the scenario ‘Create new user’ occurred only once for each user, we dropped it from our study.

In total, our study contains 4 use-case scenarios from ES 1 (2 versions), 6 use-case scenarios from ES 2 and 3 use-case scenarios from the Dell DVD store e-commerce system.

### III. CASE STUDY RESULTS

For each question, we present the motivation behind the research question, the approach and a discussion comparing the results of the user-centric approach with those of the scenario-centric approach for analysis.

#### A. How does the user-centric performance experience differ from the scenario-centric one?

**Motivation:** A user’s initial experience to the system (i.e., the experience of the first few operations performed by a user) is very important to the user’s confidence in the system’s performance and to keep him using the system. In a competitive market, bad experience of usage may cause the user to ask for a refund, look for another new service provider, repeatedly call to system support lines or ask for technical support.

A user’s overall experience (i.e., the experience across all operations by a user during our test analysis time frame) explains whether the initial experience was representative for the full experience. For example, if there are some users who have a persistent problem in their network or system configuration, they will always perceive a bad experience. In case of a relatively small number of such unlucky users, the scenario-centric analysis of the system’s performance may miss such information, although the performance problem of those users can be important. A good run from scenario-centric perspective may actually be a bad run from the user-centric perspective.

**Approach:** a) For the initial experience, we considered the response time for the first “n” instances of a scenario for each user. The idea behind a metric for initial experience is to see how many users had a bad experience initially. In this paper, we measure bad experience or bad instance of a scenario as an instance with the following delay or response time criteria:

\[
\text{delay} > \text{median(scenario)} + \text{standard deviation(scenario)}
\]

This threshold uses the median and standard deviation of response time for each scenario.

Out of the “n” initial instances, we measured the percentage of bad instances. We choose the value of “n” to be the maximum of the 10th percentile and 5. For example, in Figure 1, we can see the histogram of the total number of instances of a user for each scenario in ES 1. For scenario 1 and 4, the 10th percentile was 1 and using only the first instance to measure the initial experience would give us only two levels of initial experience, either 0% or 100%. Hence, for these two scenarios, we considered the first 5 instances to measure the initial experience and for scenarios 2 and 3, we considered the first 7 instances (as the 10th percentile value was 7). In ES 2, we considered n=11,11,9,5,5,5 for six scenarios and in DS2, n=5,7,5 for the 3 scenarios.

b) For the user-centric performance measure of overall experience, “n” represents all instances for a user during the whole period of analysis. For example, if a user had 35 instances during one hour of analysis, we identified the number of bad instances in these 35 instances using the same threshold \( delay > \text{median(scenario)} + \text{standard deviation(scenario)} \), then calculated the percentage of bad instances of that user.

c) For the scenario-centric performance analysis, we do

### Table II

<table>
<thead>
<tr>
<th>Scenario #</th>
<th>Old</th>
<th>New</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mean</td>
<td>227.34</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td>% of bad instances</td>
<td>12.65</td>
</tr>
<tr>
<td>2</td>
<td>Mean</td>
<td>410.62</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>406</td>
</tr>
<tr>
<td></td>
<td>% of bad instances</td>
<td>16.48</td>
</tr>
<tr>
<td>3</td>
<td>Mean</td>
<td>44.82</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>% of bad instances</td>
<td>7.19</td>
</tr>
<tr>
<td>4</td>
<td>Mean</td>
<td>8.24</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>% of bad instances</td>
<td>5.03</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Scenario #</th>
<th>Mean</th>
<th>Median</th>
<th>% of bad instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Login</td>
<td>545.31</td>
<td>531.25</td>
<td>13.11</td>
</tr>
<tr>
<td>Browse</td>
<td>517.05</td>
<td>515.63</td>
<td>12.87</td>
</tr>
<tr>
<td>Purchase</td>
<td>6062.84</td>
<td>5984.38</td>
<td>20.8</td>
</tr>
</tbody>
</table>
not need to define “n”, since performance trend curves (discussed in subsection III-B) over time can show the scenario-centric initial performance.

**d)** For the overall scenario-centric performance measure of a scenario, we considered the mean, median and density of the response time, as well as the percentage of bad instances across all users. For example, if a scenario had 50 users and they had 500 instances of a scenario during one hour of analysis, we calculated the mean, median and standard deviation of these 500 instances across all users. The mean value gives us the average across all observation data including outliers, while the median quantifies the central point of the dataset, neutralizing the outliers. We graphically compare the distribution of response time with kernel density plots (regular and cumulative).

With median and standard deviation values, we used the same threshold delay > median(scenario) + standard deviation(scenario) to define a bad instance. Finally, we measured the scenario-centric % of bad instances in each scenario (shown in Table II for ES 1 and in Table III for ES2). For scenario-centric comparison of mean response time values between old and new ES1 version, we also used Welch’s statistical t-test to check whether that the mean difference is statistically significant.

**Findings - Enterprise System 1:** User-centric performance analysis is showing users with serious performance problems while the aggregated scenario-centric performance metrics (mean, median) are reporting no performance problems. The user-centric performance analysis showed major performance improvements for 2 (out of 4) use case scenarios while the scenario-centric analysis showed major performance improvements for 1 use case scenario.

Figure 2 shows the visible difference (between old and new version) in cumulative density plot of the user-specific response time for enterprise system. We are not showing here the initial experience curve for the users as it is similar to Figure 2.

In scenario #2, using median values (scenario-centric, across all users) we find that most of the instances in both versions had the same response time of 406 units indicating no performance deviation between these two versions. Using mean values, we find approximately 3.72% performance degradation (statistically significant) on average in the newer version, while from user-centric analysis, (Figure 2) we found that the newer version of the system performs better than the older version. We found that more than 90% of the users using the older system had at least 1 bad instance (% of bad instances > 0 in Figure 2), while less than 5% users had such bad experience in the new system.

In scenario #3, we can see from Table II that on average and for most of the instances (median), the newer version had a better overall performance (5.73% better on average, statistically significant and 30.43% using median). The user-specific overall experience curve for this scenario also confirms that performance improvement (Figure 2).

Scenario-centric analysis (shown in Table II) shows that, depending on the scenario, the difference between the old and new version was within the range of 0.39% to 16.27%.

**Findings - Enterprise System 2:** In ES 2, user-centric analysis in 5 (out of 6) scenarios showed that 50% of the users in each scenario had a bad performance in at least 20% of their instances, while the scenario-centric analysis showed 2.09% to 18.35% bad instances across all users. Different perspectives of the system performance are shown by these two approaches. We are not showing the data and curves for ES 2 as these looked similar to the ones shown for ES 1.

**Findings - DS2:** In DS2, a user-centric analysis for the 3 (out of 3) scenarios showed that 40% of the users in each scenario had a bad performance at least in 30% of their instances (Figure 3), while scenario-centric analysis shows 13.11% to 20.8% bad instances across all users (Table III). Having less than 20% bad instances on average may be acceptable for a scenario, but having 40% bad instances across 30% of the customers may be too high from a user-centric perspective.

Figure 3 shows the cumulative density function (CDF) plot of the user’s overall experience (user-centric analysis result) and Table III shows the mean, median and % of bad instances across all users (scenario-centric analysis result). We can see that on average, a login or browse scenario in DS2 takes around 500 milliseconds or 0.5 seconds and...
around 12-13% of instances had a response time higher than median + standard deviation. From a scenario-centric perspective, the performance may look good, but when we look at the user-centric view in Figure 3, we find that more than 80% of the users using DS2 had at least one performance deviation. Moreover, we found around 10% of the users with more than 30% of the requests having a performance deviation.

Response time (Table III) and CDF plot (Figure 3) of the purchase scenario show that on average across users, the response time was more than 6 seconds (which is surprisingly high) and similar to the login and browse scenarios, 50% of the users perceived a bad performance in more than 25% of their instances.

User-centric performance analysis shows users with serious performance problems in 10 scenarios (out of 13) that would be invisible from the scenario-centric performance metrics.

B. How does the user and scenario-centric performance evolve over time?

**Motivation**: Progressive degradation of software performance is a common phenomenon called “software aging” [17]. The measurement, analysis and prediction of system resource usages, response time is done to counteract software aging [18]. Software system performance trends can show how the system’s performance changes over time while the system is running. Typically, aggregated summaries of the data (e.g., per minute or week) are plotted over time for system performance analysis. Again, the user aspect is missing in such time trends. A software tester may be interested to know how system performance changes for an individual user with time. For example, it may be possible that in the beginning, the average response time for a user may be higher than later on (because of the initial registration process for each new user or due to cache not being filled up yet), and the tester wants to investigate these. Moreover, it may be possible that from scenario-centric performance trends, a software’s performance is steady over time (from mean or median in scenario-centric analysis), while from the user-centric view, as he/she uses the system more and more, the performance actually degrades. The scenario and user-centric perspective of experience over time may give different performance trends over time.

**Approach**: From the scenario-centric perspective, the time trend of a system’s performance is measured by collecting the instance response time and plotting this response time over the instance start/end time. For example, for the duration of our test analysis period, we collected the response time and instance start time for each scenario instance in the system. In a period of 1 hour for ES 1 and 10 hours for ES 2 and DS2, we used “loess” (locally weighted scatter plot smoothing) [19] to get the time trend curve for the system’s performance.

For the user-centric time trend, for each scenario, we consider the first instance of each user as the user’s time 1, the second instance as time 2, and so on. At each time X, we calculate the mean and median of the response time of all Xth instances. Since in most of the scenarios, only a few users (usually less than 20) have the highest number of scenario instances (for example in Figure 1 for ES 1), we drop data points with less than 100 users in our plots.

**Findings - Enterprise System 1**: In ES 1, 2 scenarios (out of 4) showed a different time trend when we considered the time from the scenario-centric and user-centric perspectives. Both time trends showed useful information and one cannot be replaced by another.

Figure 4 shows the time trend of scenario-centric system performance and Figure 5 shows the user-centric performance trend. The scenario-centric trend for all scenarios shows that most of the time, the older version had a higher response time, although in the middle of the test run for scenario #1, the newer version had a very large response.

![Figure 3. DS2-Cumulative Density Plot of user Overall Experience in % of bad instances](image-url)
peak. From the scenario-centric trend lines, we can identify the time periods during the test data analysis hour when the system performed poorly for each scenario and version.

From the user-centric performance trend lines, we can see that the older version had a higher response time (similar to the scenario-centric trend line), although we could not see any peak as we found in the scenario-centric trend lines of scenario #1.

Moreover, in scenario #3, in the user-centric view (Figure 5), the users who are involved in more than 30 instances (3,409 or 2.66% users), perceived a very bad performance (in comparison to the older version) for those instances after the 30th one. This information could not be observed in scenario-centric analysis.

In scenario #2, for the older version the performance got worse too for users over time, but in the newer version (in green) this problem seems to be fixed. Such a conclusion cannot be made from the scenario #1 and #4 curves (Figure 5) as the Y axis scale suggests that the fluctuation was very small in comparison to the median value.

**Findings - Enterprise System 2:** In ES 2, 5 scenarios (out of 6) showed a completely different time trend when we considered the time from the scenario and user perspective. However, user-centric and scenario-centric trends were complementary both showing useful trends for performance
analysis.

Findings - DS2: In DS2, 1 scenario (out of 3) showed a different time trend when we considered the time from scenario-centric and user-centric perspective. Figure 6 shows how the DS2 performance for the browse scenario changes over time. From the scenario-centric trend curve, we can see that the response time increased first, then decreased in this six hour period, while from the user’s perspective, we found that as a user browses the DVD store more, his performance improves for the system to improve. The other two scenarios, login and purchase showed similar performance trends in both scenario-centric and user-centric analysis.

The time trends drawn from the scenario and user-centric perspective show different aspects in 8 scenarios (out of 13) of our case study.

C. How consistent are the user-centric and scenario-centric performance characteristics?

Motivation: Performance consistency is an important factor for a user. A user using a system regularly with a slow response time may be used to that slow performance, but if the system performs sometimes very fast and sometimes very slowly, this would show to the user that a better experience is possible and he/she is likely to start demanding such level of services. On the other hand, there may be a case where consistent poor performance may be more expected than inconsistent poor performance. For example, a network service provider may have some users with specific Quality of Service (QoS) requirements that specify that the user needs a consistent but poor performance (relative to the system’s performance capability). Preference of consistency is dependent on the system operator’s and the user’s performance expectation.

Figure 7 shows the simplest possible combination of performance and consistency. For overall experience, a user may have either Good (G) or Bad (B) experience while for performance consistency, a user may have either Consistent (C) or Inconsistent (I) performance. The first square, which represents the users with consistently good experience perceived from the system, is desired by everyone (user and system operator). If it is not possible to have most of the users in square #1, the system operator, depending on his preference, may prefer to have most of the users in one of the other three squares. Intuitively, it seems that any user in the third block (marked as 3), is the most unlucky one. Depending on the QoS offered to the user (if the QoS offered is a slow but steady performance), this can also be the desired performance by the system operator. Research in the field of marketing shows that there may be some rational users who may want to rationally choose a lower quality [20]. For example, some users may be interested in a cheaper service that may not give them the best overall performance (i.e., response time), but still they would want this cheaper performance to be consistent. Such performance and consistency analysis (shown in Figure 7) can identify the users in each of these performance regions.

Approach: To measure the performance consistency over time (scenario-centric), we calculated the median and standard deviation of scenario instances in every one minute interval and plotted the median ± standard deviation values in every such interval using “loess”. For the performance consistency trend over user-perspective of time, we plotted the median ± standard deviation values for the 1st, 2nd, 3rd, ... nth scenario instances across all users (similar to research question 2). Median ± standard deviation plots create two lines forming the standard deviation band in which most of the scenario instance delay varies.

To measure the performance consistency, we used variance (which is the square of standard deviation). For scenario-centric variance, we calculated the standard deviation of all instances across all users. For user-centric variance, we calculated the variance of scenario instance response time for each user. To observe the relation between user-centric performance consistency and the user’s overall performance experience as described in Figure 7, we plotted the scatter-plot of variance vs overall performance for each user (Figure 10). In the same plot, we added the scenario-centric variance values by using horizontal lines.

Findings - Enterprise System 1: Drawing the performance consistency trends from user perspective or using the overall performance vs consistency scatter plot and dividing it into four boxes, these approaches cannot replace the scenario-centric analysis approach, but can be helpful to better assess the performance of a software system.

Figure 8 shows the scenario-centric performance consistency trend of the system for scenario #2 and #3. We used green for the new version and red for the older version to show the area of standard deviation band. In scenario #2, we see that in the beginning (from X=0 to X=100) the newer version performed more inconsistently than the older version (green region of newer version showing beyond the overlapped region). In scenario #3, we see that the older version performed more inconsistently than the newer version. From the user-centric performance consistency trend in Figure 9, we see the inconsistent performance during initial scenario instances of the newer version. We are not showing in the paper the other two scenarios (#1 and #4) as they did not show any visibly significant difference between scenario-centric and user-centric performance consistency error bands. Both user-centric and scenario-centric consistency trends show useful information and the purpose of one cannot be achieved by the other one.

Figure 10 shows the variance and performance experience of each user as a single semi-transparent dot. In this Figure, darker (green or red) dots and dotted regions corresponding to over-plotting of several semi-transparent dots represent
the existence of many users in that region. Clearly visible scattered green dots with higher values of variance in scenario #2 and #3 show many users in the newer version with performance inconsistencies. Moreover, most of the green dots (new version) to the left of the plot indicate the lower % of bad instances experienced by the users in the new version.

Depending on the threshold set by the system operator to define good/bad performance and consistent/inconsistent performance, each plot in Figure 10 can be divided and mapped into the four regions as shown in Figure 7. For example, in scenario #2, most of the green dots along the Y axis indicate that most of the users in the newer version are either in square #1 or #4 (most of them had a good experience depending on the threshold). In scenario #3, most of the users using both versions were in either region #1 or #2 (most of them had a consistent experience depending on the threshold).

**Findings - Enterprise System 2:** The scenario-centric consistency plot for DS2, similar to Figure 8, showed us that the DS2 overall performance variance was consistent over time (two almost straight and parallel lines formed by median ± standard deviation lines). The user-centric performance consistency plot also showed a similar curve.

However, user-centric analysis of performance variance vs experience (% of bad scenario instance) in Figure 11 shows that for the login and browsing scenarios, the users faced less performance variance than for purchasing (relatively high Y axis value of variance in the purchase scenario than login and browse scenario). In the purchase scenario, a straight dark line along the Y axis represents a large number of users with good but inconsistent performance experience (region #2 in Figure 7).

**IV. RELATED WORK**

We discuss related work in the areas of software engineering and user-centric analysis. A user oriented approach
Figure 11. DS2 - User’s Performance Experience Variance vs Overall Performance Experience scatter plot

has been considered before for different characteristics of software quality. In the field of software reliability modeling, Cheung described the software reliability from the point of view of a user [21] as “the probability that the program will give the desired output with a typical set of input data from that user environment”. He showed that the reliability model can be formulated depending on the user profile (frequency distribution of the use of different features in the system).

User-centric analysis has also been considered in the field of usability analysis. Terry et al. used end-user oriented analysis on instrumented software to analyze the real-world practices of the users of that software [4]. They collected and analyzed different types of usage data to measure the usability of a software system. Calongne worked on web site and other usability goals [5]. One of those goals for a designer is “high task performance”, i.e., the quantifiable speed in which the web page should load and display the requested information given a particular system hardware and software configuration.

The ISO 9126 standard for software product quality has six characteristics that describe product quality [22]. “Efficiency” is the closest characteristic to the definition of performance [9]. This standard describes three set of metrics for software efficiency evaluation, time behavior metrics, resource utilization metrics and efficiency compliance metrics. ISO 9126 also mentions the view of software quality from three perspectives, user, developer and manager. Our empirical study results show the importance of considering the user’s perspective along with the other two perspectives for the analysis of these performance related metrics.

Chulani et al. derived a software quality view from customer satisfaction and service data to obtain a better understanding of customer view of software quality [7]. Mockus et al. worked on finding the predictors of customer-perceived software quality [1]. From their study, they identified the factors like software defect reports, requests for assistance and field technician dispatches as the predictor of customer perceived quality for a large telecommunications software system. Mockus et al. also worked on relating the customer-perceived quality to process quality [8]. They developed and evaluated a practical measure of customer perceived quality based on the probability that a customer will observe a problem. The measure is calculated from software problem tracking and customer support systems data. Our analysis shows the importance of such user-centric analysis for software performance, which is a sub-characteristic of software quality.

Gould et al. theoretically and empirically recommended three principles of system design that should be followed to design a useful and easy to use software system [6]. The three recommended principles were, to focus on users and task early in the development process, empirical measurement, and iterative design. They also emphasized on the designers understanding about the users of the system by studying the users directly (by studying their cognitive, behavioral characteristic) or in part (by studying the nature of the work expected to be accomplished). Their research emphasizes on considering the user’s perspective from early stages of development life cycle.

V. THREATS TO VALIDITY

Our study was done on three software systems of different scale (ultra large, large and small) and different type (open-source and commercial). To generalize our user-centric performance analysis results, more projects from different software domains should be studied.

This study is based on virtual users that are simulated by software load generators. Although no real users were involved in this study, the load generators used in test environments follow realistic loads, typically sampled from real users.

We used median ± standard deviation (1 standard deviation) threshold to define a scenario instance response time to be affected by bad performance. Depending on the performance criteria of the system used, this threshold
should be adjusted. However, we also checked the median ± 3 * standard deviation threshold and found similar findings (overall observation, although the percentages and values were different) showing that the user-centric analysis can give us different and complementary useful findings from scenario-centric analysis.

VI. CONCLUSION

Our goal in this study is to show the importance of user-centric software performance analysis. Researchers in many fields such as marketing, software usability, software reliability have a broad knowledge on how to do user-centric analysis in their field. By the use of these analysis techniques in software performance analysis, we were able to detect performance problems in a software system that could not be detected from existing scenario-centric performance analysis techniques. User-centric analysis could track the percentage of users with very bad experience and identify users with good but very inconsistent performance. However, we also found scenarios where performance peaks were detected by existing scenario-centric analysis, but not by user-centric analysis. Hence, we find the user-centric analysis to be complementary to the existing scenario-centric performance analysis approaches.
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